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recent years have witnessed a surge of interest in using various psychophys-
iological methods to study a wide range of social psychological phenome-
na. This article reviews research in which a particular psychophysiological 
measure—the event-related brain potential (erP)—has been used to aug-
ment traditional behavioral measures of social cognition, thereby providing 
more comprehensive assessment of underlying brain processes that give 
rise to observed behavioral effects. More specifically, the aim of this article 
is to outline a particular approach to using erPs in social cognition aimed 
at using information derived from neurocognitive responses to limit the 
theoretical mechanisms that can be said to account for overt behaviors. In 
other words, as with all physiological measures, the erP technique should 
be used in social cognition as a tool for understanding the psychological 
mechanisms driving behavioral outcomes, not as an end unto itself. 

“Given that cognitive processes are implemented by the brain, it seems to make 
sense to explore the possibility that measures of brain activity can provide insights 
into their nature.” (Rugg & Coles, 1995, p. 27)

For decades, the influence of various cognitive processes on social behavior has 
been a major focus of research for social psychologists. Despite some views to the 
contrary (see Berkowitz & Devine, 1995), a number of influential thinkers in the 
field have concluded that social psychology always has been cognitively orient-
ed—or, at least, has been for a very long time (see Fiske & Taylor, 1991; Ostrom, 
1984; Ross & Nisbett, 1991). Like other cognitive scientists, cognitively-oriented 
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experimental social psychologists have devised clever paradigms to enable infer-
ences about the influence of cognitive processes on observed behavioral outcomes. 
Many such paradigms have relied upon dependent measures such as response 
latency, error rates, and various person memory assessments (e.g., recall). Such 
paradigms have been important for establishing both the effects of environmental 
manipulations on social information processing and the limits of the social-cogni-
tive system. Still, reliance on such outcomes presents a number of thorny problems 
for theorists to resolve. 

The purpose of this article is to present a case for the use of psychophysiologi-
cal measures, particularly the event-related brain potential (ERP), to more directly 
observe the cognitive and affective processes underlying behavioral responses in 
social-cognitive paradigms. Of importance, however, the purpose of this paper is 
not to argue that traditional behavioral measures should be abandoned in favor of 
psychophysiological ones. Rather, psychophysiological measures should be used, 
when possible, to augment behavioral responses, thereby providing a more com-
prehensive assessment of the various levels of analysis required to fully under-
stand social behavior (see Ochsner & Lieberman, 2001). 

Before continuing, however, it is important to acknowledge that although recent 
years have witnessed a major surge of interest in using measures of physiologi-
cal activity (particularly neural activity) to understand processes that give rise to 
social behavior (see Harmon-Jones & Beer, 2009; Harmon-Jones & Winkielman, 
2007), this idea is not new. Systematic use of measures of physiological processes 
to infer processes that affect social behavior can be traced back at least to the mid-
1950s, when Rankin and Campbell (1955) first demonstrated that White research 
participants showed larger skin conductance responses when in the presence of a 
Black compared to a White experimenter. This work sparked a number of other 
studies using similar procedures to measure implicit racial prejudice (e.g., Porier 
& Lott, 1967; Vidulich & Krevanick, 1966). Work by these and other pioneers in the 
field of social psychophysiology (see Wagner & Manstead, 1989) laid the ground-
work for the currently burgeoning interest in systematic integration of theory and 
empirical observations at the social, cognitive and neural levels of analysis (see 
Cacioppo, Berntson, Sheridan, & McClintock, 2000; Ochsner & Lieberman, 2001).

CONCErNS OvEr iNfErriNg COgNiTivE EvENTS  
frOm bEhaviOral mEaSurES

Response time (RT) and response accuracy arguably represent the most well-worn 
tools in the social-cognitive researcher’s toolbox. Assuming some basic assump-
tions are met (see Bassili, 2001; Fazio, 1990), these outcomes generally are quite 
easy to measure reliably with modern computers and software, and when used 
appropriately can permit investigation of processes believed to be implicit or au-
tomatic more readily than can self-report measures (see Bargh & Chartrand, 2000). 
Still, reliance on behavioral measures alone places frustrating limits on the infer-
ences that can be drawn about social cognition. RT provides a ready example. The 
time it takes for a research participant to press a response key following the onset 
of a target stimulus reflects a complex combination of perceptual, cognitive/affec-
tive, and motor operations (e.g., Coles, Smid, Scheffers, & Otten, 1995), only some 
of which may be of theoretical interest. Put more simply, behavioral measures rep-
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resent the outcome of a set of cognitive (and other) processes performed on stimuli 
of interest, but are not themselves direct measures of those processes. 

In addition to their relatively indirect nature, behavioral measures are limiting 
in terms of their ability to reveal specifics concerning the structure of the informa-
tion-processing system (e.g., the extent to which the system operates in a discrete, 
stage-like manner or some other manner). This problem is particularly relevant to 
theoretical models that make assumptions concerning the timing of various men-
tal events, what cognitive psychologists refer to as mental chronometry (see Meyer, 
Osman, Irwin, & Yantis, 1988; Posner, 1978). This approach refers to the use of RT 
data to infer the dynamics of information processing (i.e., duration of particular 
mental operations) and the architecture of the information processing system. The 
most basic assumption underlying this approach is that the longer it takes for a re-
sponse to a given stimulus to be emitted, the longer it must have taken for the un-
derlying processing of that stimulus to unfold. Another, related assumption is that 
differences in reaction time associated with various experimental manipulations 
reflect differences in the duration of one or more discrete information process-
ing steps or stages. For example, in the classic Sternberg additive factors method 
(see Sanders, 1990; Sternberg, 1969), if two manipulations—say, stimulus discrim-
inability and stimulus-response compatibility—produce independent effects on 
RT with no interaction, the factors can be said to be additive, affecting different 
stages of processing. 

However, use of this method relies on a number of assumptions that are not 
always met. For example, information transmission between stages of processing 
is assumed to occur in a discrete, all-or-none fashion. This idea relies on an addi-
tional assumption that no two stages are activated simultaneously, but rather later 
stages cannot be engaged until earlier stages have been completed. However, evi-
dence against this assumption has been provided by studies showing that partial 
information about a stimulus can be used to prepare a response, indicating that 
the response output stage is active while the stimulus is still be processed by the 
evaluation/categorization stage (see Coles et al., 1995; Ratcliff, 1978). Although 
advances in modeling RT data (e.g., Ratcliff, 1978, 1985) have loosened some of 
these assumptions, such models still suffer from indirectness in representing rel-
evant, underlying processes.

This particular issue has important implications for understanding numerous 
effects in social cognition. For example, spreading activation model assumptions 
(e.g., Collins & Loftus, 1975; Neely, 1977) often are applied to interpret the findings 
of stereotype-priming tasks, in which responses to stereotype-incongruent targets 
are assumed to be slower than responses to stereotype-congruent targets because 
it takes longer for the stimulus evaluation process to complete in the former con-
dition (i.e., it takes longer for activation to spread from the race category to a ste-
reotypically-unrelated attribute), thereby delaying the activation of the response. 
Applying this model also assumes a discrete stage notion of processing, in which 
the stimulus evaluation process is assumed to be completed before response acti-
vation processes can begin. As will be discussed in detail in a subsequent section, 
the assumption that the response preparation process was simply delayed in one 
condition relative to the other is not always valid, and therefore the application 
of a simple spreading of activation model to explain such data is not always war-
ranted.
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ErPS aNd COgNiTiON

Fortunately, measures of physiological activity provide a number of advantages 
for understanding the structure of the information processing system and the 
ways in which experimental manipulations often used in social-cognitive research 
influence it. In particular, the ERP can be quite useful in determining the extent 
to which stimulus conditions influence different aspects of information process-
ing, the relative temporal ordering of those processes, and how they give rise to 
observable behavioral responses. ERPs reflect the electrical activity generated by 
the firing of groups of (primarily cortical) neurons in response to stimulus and 
response events (see Fabiani, Gratton, & Federmeier, 2007). Of particular relevance 
for the current discussion, a number of components of the ERP (i.e., positive and 
negative voltage deflections) have been associated with specific information-pro-
cessing operations, and the excellent temporal resolution of ERP responses (on the 
order of milliseconds) provides precise estimates of the timing of those operations 
(for further discussion of the acquisition, processing, and quantification of ERP 
data, see Amodio & Bartholow, in press; Bartholow & Amodio, 2009; also see Luck, 
2005). 

ERPs have a number of desirable properties for elucidating the mechanisms of 
social cognition. First, in contrast to discrete behavioral outcomes (e.g., correct 
vs. incorrect button press) the ERP is a dynamic measure, which can reveal the 
timecourse of information processing as it unfolds in real time. This property can 
be extremely valuable for addressing theoretical questions concerning potentially 
rapidly-changing responses. For example, Olson, Roese, and Zanna (1996) theo-
rized that initial reactions to unexpected information about others (i.e., expectancy 
violations) will always be negative, even if the violating information itself is posi-
tive, because unexpectedness is unpleasant (Mandler, 1990). Olson et al. posited 
that subsequent reactions can become positive once the perceiver has had time to 
consider the implications of the violating information. Due primarily to the limita-
tions of behavioral measures to inform this issue, Bartholow, Fabiani, Gratton, and 
Bettencourt (2001) used a combination of ERP and electromyographic measures 
and found that, in fact, initial reactions (within 100 ms) to expectancy violations 
are not uniformly negative, but depend on the valence of the violating informa-
tion. This theoretical question would have been very difficult to test using behav-
ioral measures alone.

Second, ERPs provide a means to separate the influence of various components 
of the information-processing system thought to determine the behavioral re-
sponses typically recorded in social cognition paradigms. For example, ERP mea-
sures can be used to determine the extent to which a particular stimulus captures 
attention (e.g., Hillyard & Anllo-Vento, 1998), as well as whether that attention is 
maintained or reoriented slightly later in processing (e.g., Hopfinger & Mangun, 
2001; Hopfinger & Ries, 2005). Also, as will be discussed in more detail shortly, 
ERPs allow separate indices of stimulus evaluation and response activation pro-
cesses, as well as the extent to which each is responsible for (i.e., mediates) behav-
ioral outcomes such as response latency. Of course, it is important to bear in mind 
that relations between physiological signals and psychological processes are rarely 
one-to-one (see Cacioppo & Tassinary, 1990). 
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Third, along with the event-related optical signal (EROS; see Gratton & Fabiani, 
2001), the ERP represents one of the only available direct measures of the neural 
events underlying information-processing operations. As mentioned previously, 
behavioral responses represent the outcome of a host of information processing 
activities involving both brain (i.e., neural) and bodily (i.e., muscle) responses. In 
contrast, ERPs directly index neural responses that underlie particular cognitive 
and affective/motivational processes of interest. This property of the ERP also dis-
tinguishes it from other brain imaging methods, such as fMRI. Specifically, where-
as ERPs represent direct measures of the electrical activity generated by the firing 
of groups of neurons, fMRI signals (particularly the blood-oxygen level dependent 
or BOLD signal) reflect hemodynamic (i.e., blood flow) responses in neural tissue 
occurring after that tissue was activated. Thus, technically, fMRI does not directly 
measure neural activity, but rather relies on the inference that oxygenated blood 
flows to parts of the brain that recently have been active. Also, given the relative 
sluggishness of the hemodynamic response, activity measured by fMRI appears 
roughly 4-6 seconds after the neural structures of interest have responded to a 
particular stimulus or response event. 

A number of specific ERP components have been shown to reflect information 
processing operations of interest to social cognition.1 First, the P3 (or P300) com-
ponent, a prominent, positive deflection in the waveform typically peaking be-
tween 300-600ms following stimulus onset, is thought to reflect processes related 
to stimulus evaluation (see Nieuwenhuis, Aston-Jones, & Cohen, 2005). In par-
ticular, the peak latency of the P3 is known to reflect the speed or ease with which 
evaluative categorization occurs (e.g., see Coles et al., 1995; Kutas, McCarthy, & 
Donchin, 1977; McCarthy & Donchin, 1981). The amplitude of the P3 has been as-
sociated with updating of templates in working memory (e.g., Donchin & Coles, 
1988), and, when stimuli are particularly motivationally salient, with the extent to 
which approach and avoidance motivational states are engaged (see Ito, Larsen, 
Smith, & Cacioppo, 1998; Schupp et al., 2000). These properties make the P3 use-
ful for testing a broad range of hypotheses in social cognition, such as the effects 
of expectancy violation on processing of behavioral information about others (see 
Bartholow et al., 2001) and testing differences between intentional and spontane-
ous trait or goal inferences (Van der Cruyssen, Van Duynslaeger, Cortoos, & Van 
Overwalle, 2009; Van Duynslaeger, Van Overwalle, & Verstraeten, 2007). 

Another stimulus-locked component that recently has been investigated in a 
number of social-cognitive domains is the N2 (or N200), a prominent negative-go-
ing deflection typically most prominent at frontal or fronto-central scalp locations 
and peaking around 200-300 ms post-stimulus. The N2 most frequently has been 
associated with the hypothesized conflict-monitoring function of the anterior cin-
gulate cortex (ACC; see Botvinick, Braver, Barch, Carter, & Cohen, 2001; van Veen 

1. A complete review of all relevant ERP components is beyond the scope of this article. For a more 
detailed accounting of ERP components and their relevance for social psychological research, see 
Amodio and Bartholow (in press) or Bartholow and Amodio (2009). Also, it should be noted that the 
correspondence between observed deflections in ERP waveforms and the nature of the underlying 
brain activity that generates them often is complicated, and can sometimes lead to confusion between 
the “observed” components, as described here, and the latent components that contribute to them. 
For more discussion of this issue and alternative statistical treatments of ERP data meant to uncover 
the latent structure of the waveforms (e.g., principal component analysis), see Luck (2005) (see also 
Bernat, Williams, & Gehring, 2005; Makeig et al., 1999). 
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& Carter, 2002a). Specifically, in situations where a given stimulus activates multi-
ple, competing responses simultaneously, the ACC seems responsible for detecting 
and dealing with that conflict (see Botvinick et al., 2001), possibly by determining 
which of several motor controllers (i.e., brain structures responsible for activating 
particular motor responses, such as pressing a button using the left vs. the right 
hand) should be permitted to produce a response (see Holroyd & Coles, 2002). 
As will be reviewed shortly, this issue has become important for understanding 
performance on a host of social-cognitive tasks that appear to elicit response con-
flict. In addition, the N2 recently has been associated with enhanced processing of 
ingroup relative to outgroup targets (e.g., Dickter & Bartholow, 2007, in press; Ito 
& Urland, 2003, 2005; Kubota & Ito, 2007; Willadsen-Jensen & Ito, 2008). The extent 
to which the mechanisms leading to enhanced N2 during response conflict and 
ingroup categorization remains unclear (but see Dickter & Bartholow, 2010). 

The lateralized readiness potential (LRP) has great potential to illuminate re-
sponse-related processes important for performance on social-cognitive tasks. The 
LRP reflects neural activity in premotor and motor cortex (see Brunia, 1988; Re-
quin, 1985) associated with preparing and generating behavioral responses (see 
Coles, 1989; Coles et al., 1995), and therefore provides a direct index of the extent to 
which experimental factors influence response activation and output. Moreover, 
the LRP is a temporally dynamic measure, and therefore can show whether re-
sponse activation differs over time. Thus, in tasks involving two response options 
mapped to left and right hands, the polarity of the LRP can reveal which response 
was activated (e.g., correct vs. incorrect) at a given moment in time, as well as 
whether the response initially activated in motor cortex changes prior to behav-
ioral emission of the response. These features make the LRP an ideal tool for de-
termining whether differences in observed behavior (e.g., RT) in social-cognitive 
tasks stem from differing response activation dynamics. For example, in tasks in-
volving a prime followed by an imperative stimulus, measuring the LRP permits 
estimation of the extent to which a given response was prepared by the prime, 
even before the target stimulus appeared (see Coles et al., 1995).

The negative slow wave (NSW) also is of interest for social cognition research. 
This component typically is most prominent over central or fronto-central elec-
trode locations and develops relatively late in the stimulus-locked epoch, after 
the P3 has resolved. The NSW has been associated with the implementation of 
self-regulatory cognitive control processes such as those required for inhibiting re-
sponses (Bartholow, Dickter, & Sestir, 2006) or overcoming cognitive conflict such 
as that occurring on incongruent trials in a Stroop task (e.g., Curtin & Fairchild, 
2003; West & Alain, 1999). Thus, the NSW is thought to reflect the engagement of 
top-down control and expectancy processes occurring just after a difficult trial that 
prepare an individual to respond with greater care on an upcoming trial.

In addition to these stimulus-related ERP components, a number of response-
related components also can provide information for testing theories in social cog-
nition. Primarily, the widely-studied error-related negativity (ERN) component, 
which develops concurrently with the onset of a behavioral response (peaking 
around 50-80 ms post-response) and generally is larger for incorrect than for cor-
rect responses, has been quite useful in recent years for understanding cognitive 
control processes, particularly related to racial stereotyping (see Amdio, Devine, & 
Harmos-Jones, 2008; Amodio et al., 2004, 2006). Like the stimulus-locked N2, the 
ERN is believed to emanate from the ACC, and to reflect aspects of conflict-related 
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processing (see Yeung, Botvinich, & Cohen, 2004) related to the so-called evalua-
tive component of cognitive control (see Botvinick et al., 2001). The fact that the 
ERN occurs primarily with response errors initially led to the notion that the ERN 
reflected the activity of an error-detection mechanism (see Falkenstein, Hohns-
bein, Hoormann, & Blanke, 1991; Gehring, Goss, Coles, Meyer, & Donchin, 1993). 
However, more recent reports of ERN-like activity on correct response trials under 
some conditions (see Bartholow et al., 2005; Vidal, Hasbroucq, Grapperon, & Bon-
net, 2000) have led to the hypothesis that the ERN reflects a more general process 
associated with conflict monitoring (Botvinick et al., 2001; Yeung et al., 2004), or 
an affective reaction to an unexpected or unwanted response, such as an error 
(Bartholow & Henry, 2010; Bush, Luu, & Posner, 2000), which functions in part to 
recruit other mechanisms of top-down control (e.g., Botvinick et al., 2001; Yeung 
et al., 2004). 

Considered together, these features make the ERP a useful tool both for testing 
hypotheses about the role of specific aspects of information processing in produc-
ing social behavior, and more generally in probing the structure of the information 
processing system. Of course, a complete accounting of the application of ERP 
measures in social cognition is beyond the scope of this article (see also Amodio 
& Bartholow, in press). The brief overview presented in the following sections is 
meant to illustrate some of the ways in which ERP data, combined with traditional 
behavioral outcomes, have been used in recent years to test and advance theory in 
social cognition. 

In reviewing ERP studies of selective attention, Mangun and Hillyard (1995) 
explained how physiological information can be used to constrain theories about 
cognition. Specifically, using what is known about the meaning of particular 
physiological signals, researchers can infer the involvement (or lack thereof) of 
theorized processes in response to experimental manipulations. In cases where 
two theories make competing predictions concerning the involvement of some 
underlying mechanism, ERPs can provide evidence as to whether that mechanism 
was engaged during stimulus processing, even if the theories in question predict 
similar behavioral responses. The work reviewed here exemplifies this tradition as 
applied to social cognition. 

IDeNTIfyING The loCuS of exPerIMeNTAl effeCTS

At a very basic level, the question of specifying the theoretical mechanisms re-
sponsible for observed responses in social cognition paradigms can be addressed 
by identifying the locus of the effects of experimental manipulations within the 
information processing system. As discussed at length by others (e.g., Coles et al., 
1995), this endeavor represents one of the most important contributions made by 
ERP research. ERPs recently have been applied to address questions of this kind in 
several domains of social-cognitive inquiry, and in some cases findings have chal-
lenged some long-standing assumptions concerning the mechanisms underlying 
time-tested, robust experimental effects. 

Affective Priming. One such example involves specifying the locus of the affective 
congruency effect, often cited as evidence of the automatic activation of attitudes. 
As first demonstrated by Fazio, Sanbonmatsu, Powell, and Kardes (1986), the va-
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lence of a given positive or negative word is categorized more quickly when that 
word is preceded by a prime of the same valence (i.e., congruent trials) than when 
preceded by a prime differing in valence (i.e., incongruent trials; for a review see 
Klauer & Musch, 2003). Early explanations of the affective congruency effect (e.g., 
De Houwer & Hermans, 1994; Fazio et al., 1986; Hermans, De Houwer, & Eelen, 
1994) focused on (presumably automatic) spreading activation processes similar 
to those occurring in semantic priming (e.g., Collins & Loftus, 1975; Neely, 1977). 
In this model, processing of the prime is believed to activate evaluative constructs 
in long-term memory, and this activation is believed to spread relatively quickly 
to other constructs similar in valence (e.g., positive prime words activate positive 
constructs), compared to constructs differing in valence. This difference in evalu-
ative spreading of activation is thought to be reflected in the shorter response la-
tencies typically observed on congruent versus incongruent trials. In other words, 
according to this model the locus of the observed affective congruency effect is in 
the evaluative categorization process. 

More recent explanations of the affective congruency effect have focused instead 
on conflict of the kind typically associated with the Stroop color-naming task (see 
MacLeod, 1991). A number of behavioral studies have provided evidence support-
ing this general notion (see De Houwer, Hermans, Rothermund, & Wentura, 2002; 
Gawronski, Deutsch, & Seidel, 2005; Klauer & Musch, 2002; Klinger, Burton, & 
Pitts, 2000; Wentura, 1999), but have not convincingly demonstrated whether that 
conflict occurs at the level of stimulus evaluation (e.g., Abrams, Klinger, & Green-
wald, 2002; Klauer & Musch, 2003; Klauer, Musch, & Eder, 2005) or in response 
selection and execution (e.g., Klinger et al., 2000; Wentura & Rothermund, 2003). 

Fortunately, ERPs provide a means for separately estimating the influence of 
experimental manipulations on the evaluative categorization and response output 
processes, and the ERP literature provides a precedent for testing exactly this kind 
of question. For example, previous research has shown that, although response 
latencies are delayed on incongruent Stroop trials (relative to congruent trials) 
they do not produce a delay in P3 latency (Duncan-Johnson & Kopell, 1981). This 
finding, coupled with evidence that the P3 is independent of response-related pro-
cesses (e.g., Crites, Cacioppo, Gardner, & Berntson, 1995; Magliero, Bashore, Coles, 
& Donchin, 1984; McCarthy & Donchin, 1981), suggests that Stroop interference 
does not arise from conflict during stimulus evaluation.

Unlike the P3, the LRP is largely insensitive to stimulus evaluation parameters 
(see Coles et al., 1995). Thus, the LRP can show whether, for example, prime stim-
uli activate responses prior to the onset of subsequent target stimuli, and if so, 
whether those responses conflict with responses elicited by targets on incongruent 
trials, regardless of the evaluative properties (e.g., affective match vs. mismatch) 
of the prime and target.

If so, the conflict inherent on incongruent trials should be reflected in the ampli-
tude of the N2 component following target onset. As reviewed previously the N2 
is believed to reflect the conflict monitoring function of the ACC (see Botvinick et 
al., 2001; van Veen & Carter, 2002a). The N2 tends to be larger on trials involving 
conflict between competing response representations, such as incongruent Stroop 
trials (e.g., Liotti, Woldorff, Perez, & Mayberg, 2000). Although the extent to which 
the N2 is sensitive to conflict arising from both competing response activations 
and competing stimulus evaluations is debated (see Wendt, Heldmann, Munte, 
& Kluwe, 2007), the current weight of the evidence points to the N2 responding 
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primarily to response-related conflict (see Kopp, Rist, & Mattler, 1996; van Veen & 
Carter, 2002b; van Veen, Cohen, Botvinick, Stenger, & Carter, 2001). 

Recently, Bartholow and colleagues (2009) investigated the locus of the affective 
congruency effect using ERPs. Participants completed a variation of the standard 
evaluative decision task (e.g., Fazio et al., 1986) in which the probability of congru-
ent versus incongruent trials differed across trial blocks (see also Klauer, Rossna-
gel, & Musch, 1997; Spruyt, DeHouwer, Helmans, Eelen, 2007) while ERPs were 
recorded. Bartholow et al. reasoned that, if the locus of the affective congruency 
effect is in the evaluative categorization process, then the latency of the P3 compo-
nent should be delayed on incongruent versus congruent trials and the behavioral 
congruency effect in RT should be associated with this neural index of stimulus 
evaluation. If instead the effect derives from response conflict, then P3 latencies 
should be similar on congruent and incongruent trials, but the LRP should indi-

fIGure 1.  erP waveforms showing the lateralized readiness potential (lrP) measured from 
electrodes C3 and C4 (left panel) and the N2 component measured at electrode fCz (right 
panel) as a function of target congruence and the probability of congruent trials. Vertical 
marks on the lrP waveform labeled “P” and “T” represent the time of prime and target onset, 
respectively. of primary interest here was the amplitude of the lrP between prime onset and 
target onset, which indicates relative response activation elicited by the primes. The vertical 
arrow (and “T”) on the timeline for the N2 represent target onset. Adapted from Bartholow et 
al. (2009a).
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cate response activation following prime onset that conflicts with the response 
required by the target on incongruent trials.

The behavioral data from this experiment replicated previous studies showing 
that the size of the affective congruency effect varies along with the proportion of 
congruent trials (e.g., Klauer et al., 1997; Spruyt et al., 2007). More importantly, the 
ERP data provided the first direct evidence for the locus of this effect within the 
information-processing system. First, the latency of the P3 component was unaf-
fected by both congruence and the congruence x probability cross-product, sug-
gesting that the locus of the behavioral congruency effect was not in the stimulus 
evaluation process. Second, however, both the LRP and N2 amplitudes were mod-
ulated by congruence and probability in a manner consistent with predictions. As 
shown in Figure 1 (left panel, top), when congruent trials were highly probable 
participants began to preferentially activate the congruent target response before 
the target appeared (e.g., activating the positive response to positive primes), as 
indicated by the relatively negative amplitude of the LRP for congruent trials com-
pared to incongruent trials. Thus, when the target was actually incongruent, the 
response required by the target conflicted with the response preactivated by the 
prime, a classic case of response conflict. Detection of this conflict by the ACC is 
evident in the amplitude of the N2 component following target onset (see Figure 
1, right panel, top). These effects were smaller, though still evident, when congru-
ence probability was .50. As predicted, though, when congruent trials were highly 
improbable participants appeared to activate the incongruent response at prime 
onset (Figure 1, left panel, bottom), leading to enhanced conflict for congruent rela-
tive to incongruent trials (Figure 1, right panel, bottom). Finally, covariance analy-
ses showed that variation in behavioral responses (RT) was dependent on varia-
tions in both LRP and N2 amplitudes, indicating that individual differences in the 
size of the affective congruency effect were associated with brain activity reflecting 
the extent to which conflicting responses were activated on incongruent trials.

The findings from this study are important in three primary respects. First, the 
N2 and LRP data are consistent with the notion that responses to attitude-related 
stimuli can be strategically controlled and are not predestined on the basis of au-
tomatic spreading of activation (cf. Fazio et al., 1986). Second, response activa-
tion and conflict are not driven simply by whether primes and targets share an 
evaluative category. Rather, conflict varied primarily as a function of whether the 
response required by the target was predictable from the prime. Third, this study 
showed that behavioral affective congruency effects can be predicted from neural 
measures of response activation and conflict, providing direct evidence of the in-
volvement of these processes in affective priming. Together, these data indicate the 
usefulness of ERP data for constraining theoretical models about affective prim-
ing, strongly suggesting that, at least when measured using an evaluative deci-
sion task (Fazio et al., 1986), the affective congruency effect stems primarily from 
response-related processes, and not from stimulus evaluation.

Stereotype Priming. ERPs also have proven useful for specifying the locus of ex-
perimental effects in racial stereotype priming paradigms. Stereotype priming 
occurs when presentation of a racial category cue (e.g., a Black man’s face) facili-
tates responses to any of a number of stereotype-consistent target stimuli, such as 
words (e.g., violent) or objects (e.g., a handgun) associated with stereotypic traits, 
relative to stereotype-inconsistent target stimuli. Numerous studies have shown 
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evidence for priming effects of this kind (e.g., Devine, 1989; Dovidio, Evans, & Ty-
ler, 1986; Dovidio, Kawakami, Johnson, Johnson, & Howard, 1997; Fazio, Jackson, 
Dunton, & Williams, 1995; Lepore & Brown, 1997; Macrae, Stangor, & Milne, 1994; 
Payne, 2001, 2005; Wheeler & Petty, 2001). Similar findings have emerged when 
stereotype-consistent context information facilitates categorization of targets into 
racial groups (e.g., Livingston & Brewer, 2002; Richeson & Trawalter, 2005). 

As with the affective priming effects reviewed previously, questions recently 
have been raised concerning whether such stereotype priming effects largely stem 
from evaluative categorization processes, response output processes, or some com-
bination. Specifically, whereas traditional models have emphasized the accessibil-
ity of automatic associations in long-term memory (i.e., between racial categories 
and evaluative constructs) in determining stereotype priming effects and other, 
similar forms of bias expression (e.g., Dovidio, Evans, & Tyler, 1986; Fazio, Jack-
son, Dunton, & Williams, 1995; Greenwald et al., 2002; Macrae & Bodenhausen, 
2000), a number of recent models have outlined an important role for response 
conflict and other processes related to cognitive control in explaining such effects 
(e.g., Amodio et al., 2004; Conrey, Sherman, Gowronski, Hugenberg, & Groom, 
2005; Payne, 2005; Sherman et al., 2008). ERPs recently have been used to inves-
tigate the extent to which particular underlying cognitive processes are engaged 
and influence behavioral responses in stereotype priming tasks. 

The specific role of response conflict and evaluative categorization processes in 
a racial categorization task recently was investigated by Bartholow and Dickter 
(2008). In their experiment, Bartholow and Dickter (2008) had participants com-
plete a modified version of the Eriksen flanker task (e.g., Eriksen & Eriksen, 1974) 
in which they categorized the race of central targets (Black or White) flanked on 
four sides by trait words associated with common stereotypes for Blacks and 
Whites. Thus, similar to primes in a typical priming task, the flanker words were 
irrelevant distracters that participants were instructed to ignore. Also, as in several 
previous studies using flanker tasks (e.g., Bartholow et al., 2005; Gratton, Coles, & 
Donchin, 1992) and evaluative decision tasks (e.g., Bartholow et al., 2009; Spruyt 
et al., 2007), the proportion of compatible trials (i.e., trials in which flanker words 
and target race were stereotype-consistent) to incompatible trials (i.e., trials in which 
flanker words and target race were stereotype-inconsistent) was systematically 
varied across trial blocks. 

Behavioral results showed that categorization responses were faster on com-
patible trials than on incompatible trials (i.e., the so-called compatibility effect), 
but only when compatible trials were more probable, similar to Bartholow et al.’s 
(2009) affective congruency findings. Importantly, the latency of the P3 component 
of the ERP indicated no difference in the speed or ease with which incompatible 
and compatible trials were evaluated in the brain. However, the LRP component 
revealed key differences in response activation dynamics occurring on incompat-
ible versus compatible trials, but again only during mostly-compatible trial blocks 
(i.e., when compatible trials were highly probable). Specifically, as shown in Figure 
2 (left panel), the small positive dip in the LRP waveform occurring around 50 ms 
after onset of the stimulus arrays on incompatible trials shows that participants 
tended to initially activate the incorrect categorization response (e.g., preparing 
to press the White response button on a Black target trial) on incompatible trials, 
which appeared to delay activation and execution of the correct response. This 
finding suggests that participants were relying on the stereotypicality of the flank-
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er words to inform their categorization responses during the mostly-compatible 
trial blocks. Supporting this interpretation, correlational analyses showed that the 
size of this LRP dip was significantly associated with the size of the behavioral 
compatibility effect in RT. These findings suggest that the compatibility effect seen 
in the RTs was due not to differences in the evaluative categorization of incompat-
ible relative to compatible trials, which would be expected if a spreading activa-
tion mechanism was driving the effect, but to heightened response conflict. 

ERPs have been used in other, related work to investigate the influence of spe-
cific aspects of cognitive control on the expression and control of race bias. For 
example, Amodio and colleagues (e.g., Amodio et al., 2004, 2006, 2008) have con-
ducted several studies in which participants completed the Weapons Identifica-
tion Task (WIT; Payne, 2001), a priming task in which briefly-presented images 
of White and Black men’s faces precede images of tools and guns that must be 
identified very quickly via button presses, while ERPs were recorded. Amodio 
and colleagues have been particularly interested in the size of the ERN elicited on 
Black-tool errors (i.e., mistakenly categorizing a tool as a gun on black-prime tri-
als) as an indication of the extent to which participants experience conflict when 

fIGure 2. lateralized readiness potential (lrP) waveforms derived from electrodes C3 and C4 
for compatible (Compat) and incompatible (Incompat) trials in the 80% compatible and 20% 
compatible blocks (from Bartholow & Dickter, 2008). The arrow at time 0 indicates stimulus 
array onset. The formula used to derive the lrP is applied with reference to the correct response 
hand in each condition, such that negative (upward) deflections reflect preferential activation of 
the correct response, whereas positive (downward) deflections indicate preferential activation 
of the incorrect response. The positive “dip” occurring around 50 ms post-stimulus for 
incompatible trials in the 80% compatible condition indicates initial activation of the incorrect 
categorization response prior to activation and execution of the correct response.
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expressing unintended race bias, and in whether participants utilize these error 
experiences to increase their response control in the task. 

Amodio et al.’s (2004, 2006, 2008) experiments consistently have shown that er-
rors indicative of race bias (i.e., black-tool errors) elicit larger ERNs than other types 
of errors, and that larger ERNs on race-bias trials are predictive of better response 
control in the task overall, indicating a functional role for the processes reflected in 
the ERN in the self-regulation of bias. Together, these findings suggest that people 
are aware of the unwanted influence of stereotypes on their behavior but simply 
have difficulty controlling their responses in some contexts (especially when time 
pressure is high), and that certain forms of motivation to control race bias are mani-
fest in heightened activity of the evaluative control function in the ACC.

Recently, Bartholow, Henry, Lust, Saults, and Wood (2010) also measured ERNs 
during a WIT as a way to test hypotheses concerning effects of alcohol on error 
processing. Informed by research suggesting that alcohol impairs the evalua-
tive control function of the ACC by reducing the brain’s capacity to detect errors 
(Ridderinkhof et al., 2002), Bartholow et al. (2010) were interested in how alcohol 
consumption would influence expression of race bias in the WIT and the neural 
manifestation of this process reflected in the ERN. Like Amodio et al. (e.g., 2004), 
Bartholow et al. expected to find that Black-tool errors would elicit larger ERNs 
than other kinds of errors; like Ridderinkhof et al. (2002), Bartholow et al. expected 
alcohol to reduce ERN amplitude and to interfere with typical post-error behav-
ioral adjustment. However, unlike both of these other groups, Bartholow et al. 
hypothesized that the ERN reflects an affective/motivational response to errors 
(see Bush et al., 2000), and that alcohol reduces the ERN not because of impaired 
error detection but because of the drug’s known capacity to reduce negative affect 
(see Greely & Oei, 1999).

In their experiment, Bartholow et al. (2010) had participants consume an alcohol 
beverage, a placebo beverage or a control beverage (plain tonic) prior to completing 
the WIT. As expected, behavioral findings indicated that participants in the alcohol 

fIGure 3. Panel A: Mean erN amplitude (collapsed across all error types) as a function of 
beverage group. Means for all 3 groups differed reliably from one another (ps < .01). Panel 
B: Mean erN amplitude for errors indicative of race bias (Black-tool trials) and errors not 
associated with race bias (White-tool trials) for the alcohol and placebo groups. Black-tool 
errors elicited reliably larger erNs in the placebo group; this effect was not significant in the 
alcohol group. from Bartholow et al. (2009b).
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group made more race-bias errors than participants in the other groups. The pri-
mary ERN findings from this study are shown in Figure 3. As expected, alcohol sig-
nificantly reduced the ERN relative to the other groups (Ridderinkhof et al., 2002); 
somewhat surprisingly, consuming the placebo enhanced the ERN relative to the 
control beverage (see Figure 3a). Also, whereas the ERN was larger for race bias 
errors than for other errors in the placebo group, this difference was not seen in the 
alcohol group (see Figure 3b). Most pertinent to their hypotheses, trial-by-trial re-
sponse accuracy judgments (see also Payne, Shimuzu, & Jacoby, 2005) showed that 
alcohol did not reduce participants’ ability to recognize when they had made an 
error (cf. Ridderinkhof et al., 2002). Also as predicted, alcohol participants reported 
significantly less negative affect post-drinking relative to baseline. More important-
ly, post-drinking changes in self-reported negative affect significantly mediated the 
effects of beverage on the ERN. Viewed within the context of theory suggesting that 
the ERN reflects a form of distress over the conflict inherent in committing an error 
(see Bush et al., 2000), these data suggest that race bias errors are particularly dis-
tressing relative to other errors, and that experiencing that distress is an important 
factor in determining the extent to which self-regulatory control processes will be 
engaged following errors (see Bartholow & Henry, 2010).

According to theory (Botvinick et al., 2001), once conflict is detected by the evalu-
ative component of cognitive control (mediated by the ACC), this process signals a 
second, regulative control component (mediated by dorsolateral prefrontal cortex) 
that increased control is needed (see Kerns et al., 2004). ERPs also have been used 
to investigate the role of this regulative component of cognitive control in stereo-
type-based responding. Relying on a substantial literature indicating that alcohol 
impairs regulative control (e.g., Casbon, Curtin, Lang, & Patrick, 2003; Curtin & 
Fairchild, 2003; Fillmore & Vogel-Sprott, 1999), Bartholow et al. (2006) randomly 
assigned participants to consume a high dose (0.72 g/kg), low dose (0.40 g/kg) 
or placebo (0.04 g/kg) alcohol beverage prior to completing a modified, go-stop 
stereotype priming task (Dovidio et al., 1986). In this task, participants were asked 
to indicate as quickly as possible whether trait words (some were stereotypic and 
some were counter-stereotypic) could be used to describe Black and White faces 
(primes), but on 25% of the trials (i.e., stop trials) a red X appeared shortly after 
the onset of the trait word, signaling participants to withhold their response. The 
data of primary interest in this experiment were the number of inhibition errors 
made across trial types (i.e., stereotype-consistent and stereotype-inconsistent) as 
a function of beverage group, and the amplitude of the NSW component of the 
ERP (reflecting engagement of regulative cognitive control). 

As shown in Figure 4a, the behavioral data show that whereas errors on ste-
reotype-inconsistent (SI) trials were not significantly affected by beverage, errors 
on stereotype-consistent (SC) trials increased significantly as a linear function of 
alcohol dose. Moreover, inhibition failures were more likely on SC than SI trials 
only in the higher-dose alcohol condition. These data are consistent with the idea 
that alcohol specifically impairs regulation of habitual, prepotent responses (see 
also Curtin & Fairchild, 2003), in this case, those associated with racial stereotypes. 
NSW amplitudes were used to test two hypotheses concerning the role of regula-
tory control in race-biased responding. First, if the NSW reflects implementation of 
regulative control processes, and if the inhibition error data reflect impairment of 
this control, the NSW should be larger overall in the placebo group (who showed 
the fewest inhibition errors) than in the high-dose alcohol group (who showed 



EvENT-rElaTEd braiN POTENTialS 737

the most errors). This pattern is evident in Figure 4b. Second, to the extent that 
inhibition of prepotent, race-biased responses requires greater implementation of 
regulatory control than does inhibition of responses not associated with bias, the 
NSW should be larger for SC stop trials than for SI stop trials in the placebo group. 
Again, the data were consistent with this notion: placebo participants showed 
larger NSW amplitudes on SC than SI trials, but high-dose alcohol participants 
did not. Furthermore, correlational analyses showed strong inverse associations 
between the size of the NSW, particularly at frontal electrodes, and the number of 
bias-related (SC) inhibition errors participants made. 

In the spirit of understanding how ERPs can be used to augment behavioral 
measures in constraining theories about social behavior, it is important to con-
sider differing possible interpretations of the inhibition error data reported by 
Bartholow et al. (2006) and whether the ERP data can provide any resolution. At 
least 3 possible explanations could be entertained. First, it could be that alcohol 
increases stereotypic responding by increasing the accessibility of associations in 
long-term memory between racial categories and stereotypic traits. Such an expla-
nation would be consistent with numerous contemporary models of race bias that 
emphasize individual differences in construct accessibility (e.g., Fazio et al., 1995; 
Greenwald et al., 2002). As already discussed, the latency of the P3 component can 
be used to infer how quickly a stimulus is evaluatively categorized. Thus, if alco-

fIGure 4. Panel A: Mean numbers of inhibition errors on stereotype-consistent (SC) and 
stereotype-inconsistent (SI) trials as a function of beverage group (from Bartholow et al., 2006). 
Whereas errors on SI trials did not differ across beverage groups, errors on SC trials increased 
linearly with alcohol dose. Panel B: erP waveforms showing the negative slow wave (NSW) 
component measured at electrode Cz on successfully inhibited “stop” trials as a function of 
trial type for those in the placebo and high-dose alcohol groups. Time zero represents the onset 
of the stop signal.
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hol increased construct accessibility, this should be reflected in decreased latency 
of the P3. However, alcohol had no effect on P3 latency in this study (for more 
details see Bartholow et al., 2006). 

A second possibility is that alcohol might intensify initial activation of responses, 
thereby making inhibition more difficult on stop trials. Two findings in Bartholow 
et al.’s (2006) data suggest that this was not the case. First, RTs on go trials were 
unaffected by beverage type; had alcohol increased response activation one might 
expect faster RTs for the alcohol group on go trials. Second, the amplitude of the 
N2 component elicited on stop trials, reflecting the degree of conflict between an 
activated response and the need to withhold that response (see Bruin, Wijers, & 
van Staveren, 2001), did not differ across beverage groups (see Figure 4b); if al-
cohol had increased initial response activation, the N2 on stop trials would be 
expected to be larger in the alcohol group than the placebo group.

Finally, it could be that alcohol interferes with the ability to inhibit responses 
once they are activated. This explanation seems most consistent with the data, 
in that components associated with construct accessibility (P3) and response acti-
vation conflict (N2) were unaffected by alcohol, but the component most closely 
linked to implementation of control (NSW) was significantly reduced by alcohol. 
Further support comes from Sherman et al. (2008), who reanalyzed the inhibi-
tion error data from this experiment using formulas in their Quad model. Their 
analyses indicated that, compared to the placebo beverage, the alcohol beverage 
impaired the parameter associated with overcoming bias but had no effect on the 
activation, detection, or guessing parameters. Thus, consistent with the argument 
put forth by Bartholow et al. (2006), these findings indicate that alcohol has no 
effect on the activation of stereotypic associations, but rather interferes with the 
ability to regulate relevant responses once those associations are activated. 

In sum, in each of the studies just described, understanding the psychological 
locus of observed behavioral effects was greatly facilitated by the use of ERPs. 
In the case of the affective congruency effect, for example, measurement of ERPs 
allowed a glimpse of the neural mechanisms in motor cortex driving the activa-
tion of responses on congruent and incongruent trials. These data provided the 
first direct evidence that response activation begins at prime onset, before targets 
even appear, and that conflict between that response tendency and the response 
required by the target contributes importantly to RT differences between congru-
ent and incongruent trials. More importantly, perhaps, these data help to constrain 
theories concerning the mechanisms responsible for well-known effects in social 
cognition. 

CONTiNuOuS flOW vErSuS diSCrETE  
STagE PrOCESSiNg mOdElS

Thus far, I have presented examples of the ways in which ERPs have been used to 
identify the locus of experimental effects within the information processing system. 
But the structure and functioning of that system also has been the subject of con-
siderable debate and scientific inquiry (e.g., Eriksen & Schultz, 1979; Miller, 1988), 
and ERPs have proven useful for investigations of this kind as well (e.g., Coles et 
al., 1995; Miller & Hackley, 1992). In particular, ERPs have been used to test the ex-
tent to which different elements of processing unfold in discrete stages as opposed 
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to emerging in a more continuous manner (e.g., Miller, 1983, 1988; Sanders, 1990). 
As noted previously, discrete stage theorists posit that a given downstream aspect 
of processing (e.g., response activation) cannot be initiated until all ostensibly up-
stream processes (e.g., stimulus evaluation) have been completed. 

In contrast to a discrete stage approach, continuous flow models of information 
processing assume that multiple processes operate in parallel, and that information 
about a given stimulus (e.g., its identity, category membership, etc.) accumulates 
over time. An important consequence of this assumption is that response selection 
and preparation can be initiated prior to full and complete evaluation of the stimu-
lus. Numerous ERP studies have provided evidence supporting this assumption 
(e.g., Coles, Gratton, Bashore, Eriksen, & Donchin, 1985; Coles, Gratton, & Donchin, 
1988; DeJong, Wierda, Mulder, & Mulder, 1988; Miller & Hackley, 1992; Miller & 
Schroter, 2002; Smid, Lamain, Hogeboom, Mulder, & Mulder, 1991). For example, 
it is clear that response preparation and activation (generally measured with the 
LRP), and even response execution (indicated by increased muscle activity in the 
forearm of the responding hand), can be initiated prior to the completion of stimu-
lus evaluation, as reflected in the latency of the P3 component (e.g., Coles et al., 
1985). 

A seminal study by Gratton et al. (1992) nicely illustrates the use of LRP and 
other ERP components to test the hypothesis that response preparation and activa-
tion can be initiated on the basis of partial, incomplete information about a stimu-
lus. Gratton et al. had participants complete a version of the Eriksen flanker task 
(Eriksen & Eriksen, 1974), in which a central target letter is flanked by other letters 
that either elicit the same response as the target (i.e., compatible trials; HHHHH) 
or the opposing response (i.e., incompatible trials; SSHSS). Gratton et al. also ma-
nipulated the proportion of compatible to incompatible trials across trial blocks 
(25%, 50%, and 75% compatible trials) in order to test how expectancy-based re-
sponse strategies affect both task performance and the transmission of informa-
tion during stimulus processing. The authors found that the typical compatibility 
effect (i.e., longer RTs on incompatible vs. compatible trials) was strongly affected 
by the probability manipulation, being much larger during the mostly-compatible 
trial blocks. The ERP data indicated that this effect was driven by differences in 
the strength of response activation early in processing, prior to full evaluation of 
stimulus arrays. Specifically, the LRP data showed that participants were likely to 
base initial response preparation on a cursory examination of the stimulus arrays 
driven largely by the relative number of a given type of stimulus (e.g., the number 
of Hs present in the array), regardless of their status as target or nontarget. As 
evaluation of the arrays progressed, participants appeared to adjust their response 
activation accordingly if, for example, they initially had begun to activate the in-
correct response (e.g., if the target was actually an S). 

These issues also have parallels in the social cognition. For example, consider 
Bartholow et al.’s (2009) affective priming study, described previously. In that 
study the LRP data showed evidence of initial response preparation following 
onset of the prime words, before the target words had even appeared. The ampli-
tude of the N2 component paralleled the LRP, indicating greater conflict on trials 
for which the response prepared following prime onset was opposed to the one 
required by the target, regardless of whether prime and target were affectively 
congruent (see Figure 1). Given that the LRP and N2 components both temporally 
precede the P3 component, some might argue that these ERP data are logically 
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inconsistent with the idea that the P3 represents stimulus evaluation whereas the 
N2 reflects response conflict. Indeed, assuming a discrete stage model of the pro-
cessing system, in which a response cannot be initiated before stimulus evaluation 
is completed, would suggest such an argument. However, Bartholow et al.’s data 
are perfectly in-line with continuous flow models that assume partial information 
transmission between processing stages. Particularly in paradigms in which a rel-
evant prime stimulus precedes the imperative target stimulus, the likelihood that 
a given response will be initiated prior to complete target evaluation is quite high. 
As target evaluation begins, if it becomes clear that the response initially prepared 
(i.e., based on the prime) is not the correct one, this initial response-related activity 
will conflict with subsequent efforts at corrective action initiated in medial-frontal 
cortical areas (e.g., the ACC) associated with conflict monitoring and reflected in 
larger N2. Importantly, assuming a continuous flow model of information trans-
mission provides a more parsimonious accounting of the data and, moreover, of 
the affective congruency effect more generally. 

These processes appear to work in a similar manner when both targets and non-
target stimuli (i.e., distracters or primes) appear simultaneously rather than sequen-
tially. In other words, a sequential presentation is not necessary for initial response 
preparation to be initiated prior to a complete evaluation of the target. Data from 
the racial categorization study reported by Bartholow and Dickter (2008) provide 
a relevant example. In that study, participants were shown target faces varying by 
race (White or Black) that were flanked on 4 sides by stereotype-related words, and 
the probability of compatible trials (those in which target race and flanker words 
were stereotype-congruent) was manipulated across trial blocks. In the mostly-com-
patible trial blocks, the LRP data indicated that on incompatible trials participants 
initially tended to activate the incorrect response prior to activating the correct re-
sponse (see Figure 2, top panel). This dynamic response activation pattern suggests, 
again, that responses can be prepared before a stimulus has been fully evaluated. In 
this case, initial response activation apparently was based on analysis of the context 
provided by stereotype-related words. As previously demonstrated by Gratton et 
al. (1992), when the probability is high that evaluating context information will aid 
in generating the correct response, it makes sense for participants to broaden their 
focus of attention to include the more numerous flankers as well as the target. Once 
evaluation proceeds beyond that initial, cursory evaluation (i.e., once target race 
was recognized), participants appear to reverse course on incompatible trials and 
ultimately produce the correct response. Thus, even when context information ap-
pears simultaneously with a target, and even when that context information is not 
directly mapped to a valid task response, participants appear to initiate responses 
on the basis of partial stimulus evaluation. Importantly, even the response genera-
tion process is not a discrete, all-or-none proposition, as seen in these and other 
LRP data indicating a dynamic, fluid process informed by both expectations and 
accumulating evidence of target identity.

CONCluSiONS

At the outset, I stated the aim of this article as illustrating how ERPs can be used 
to constrain theories pertaining to social-cognitive phenomena. I attempted to do 
so by reviewing the findings of several recent experiments in which ERP data, 
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coupled with relevant behavioral findings, were used to identify the locus of ex-
perimental effects within the information-processing system, and by discussing 
how ERPs have been instrumental in refining understanding of how the system 
is structured. The ultimate aim of this article was to inspire future researchers to 
consider ways in which the methods of cognitive neuroscience, ERPs or otherwise, 
can be used as tools to a further understanding of social behavior rather than as 
ends unto themselves. That is, researchers risk the tail wagging the dog if they 
allow trends in measurement technology to drive their research questions, rather 
than allowing their research questions to determine which technologies—from 
self-report to behavioral measures to neural responses—should be utilized. 

It also is important to note that the rather thin slice of the literature reviewed 
here is by no means intended to represent a complete accounting of the ways in 
which ERPs (and other psychophysiological measures) are useful for furthering 
theory in social cognition. For example, researchers interested in understanding 
processes that theoretically are posited to unfold very quickly (e.g., initial atten-
tion orienting) could use ERPs to test the effects of various experimental manipu-
lations on those processes, regardless of whether the data could be used to dif-
ferentiate between various conceptual or theoretical models. Additionally, ERPs 
can be very useful for tackling certain research questions that do not involve either 
identifying the locus of experimental effects or the function and structure of the 
information-processing system, such as how quickly one type of stimulus is dif-
ferentiated from another (e.g., ingroup vs. outgroup faces; see Ito & Urland, 2003, 
2005), the extent to which socially- or motivationally-relevant stimuli engage some 
aspect of processing (e.g., positive vs. negative images; Ito et al., 1998), or how the 
same stimulus elicits different levels of processing depending upon the context in 
which it appears (e.g., expectancy-consistent vs. -inconsistent information; Bar-
tholow et al., 2001; Van Duynslaeger et al., 2007). In these and many other cases 
besides, the ERP technique can provide valuable insights into social cognition and 
social behavior. 
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